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Abstract—Auto-tuning has become increasingly popular for optimizing non-functional parameters of parallel programs. The typically large search space requires sophisticated techniques to find well performing parameter values in a reasonable amount of time. Different parts of a program often perform best with different parameter values. We therefore subdivide programs into several regions, and try to optimize the parameter values for each of those regions separately as opposed to setting the parameter values globally for the entire program. As this enlarges the search space even further, we have to extend existing auto-tuning techniques in order to obtain good results. In this paper we introduce a novel enhancement to the RS-GDE3 algorithm which is used to explore the search space for auto-tuning programs with multiple regions regarding several objectives. We have implemented our auto-tuner using the Insieme compiler and runtime system. In comparison to a non-optimized parallel version of the tested programs, our novel approach achieves up to 7.6, 10.5, and 61.6 fold improvements for three tuned objectives wall time, energy consumption, and resource usage, respectively.

I. INTRODUCTION

Optimizing parallel programs becomes increasingly difficult with the rising complexity of modern parallel architectures which includes, for example, a dramatic increase of the number of cores per chip or the availability of multi-level partially shared cache hierarchies. Automatic software tuning, or simply auto-tuning [1], arose as an attempt to better exploit hardware features by automatically tuning applications. An auto-tuner tries to find promising configurations for a given program. A configuration consists of a set of non-functional parameters with a corresponding value range which can influence a program’s performance by transforming the source code of the application, or by finding the right parameter values that govern the execution of an application on a given architecture (e.g. number of threads, frequency per core, etc.).

This paper describes a novel auto-tuning approach for programs with multiple single-entry single-exit code regions whose non-functional behavior depends on at least one tunable parameter. We assume that we can measure the non-functional behavior of these regions for the optimization objectives (e.g. wall time, energy consumption, etc.). Tuning multi-region applications exposes additional challenges for auto-tuning techniques. Firstly, there usually does not exist a single set of parameter values which is optimal for all the regions of a program. However, setting the parameter values individually for every region leads to a huge search space as it grows exponentially with the number of tuning opportunities, i.e. the number of regions. Secondly, the execution of a region may be influenced by the parameter values applied to neighboring regions. Previous work [2] observed that the optimal parameter values for individual regions of hybrid MPI/OpenMP applications led to sub-optimal overall performance.

Auto-tuning techniques are widely used [3], [4], [5], [6], [7], [8], [9], [10], [11] but are often limited to using the same parameter values for every region, i.e. globally for the entire program, ignoring the fact that different parts of the code may benefit from specific parameter values.

Our auto-tuner can optimize a generic set of objectives which do not necessarily correlate with each other. This lack of correlation makes it impossible to find a single solution which is best in every objective. For example, if some regions are optimized for one objective while others are optimized for different objectives, it is very likely that the overall performance of the program will suffer. It can happen that a configuration exposes small execution time at the cost of high resource usage for one region, but the contrary for another region, resulting in sub-optimal overall performance.

The approach proposed in this paper extends the method presented in [12], which is limited to optimizing each region in isolation, by adding region-aware auto-tuning support for the entire program. The contributions of this paper are the following:

- A region-aware multi-objective auto-tuner.
- A compiler-runtime system that automatically identifies regions and enables automatic tuning of their parameters.
- Evaluation of several global and region-aware auto-tuning strategies for several codes on different target architectures which demonstrates the importance of region-aware auto-tuning compared against global optimization.

The rest of this paper is organized as follows: Section II exemplary shows the inherit advantages of region-aware auto-tuning while Section III gives detailed insights on the auto-tuning approach presented in this paper. The implementation details of the presented work can be found in Section IV while Section V details the metrics that we use to compare the quality of the different auto-tuning approaches. The results of the experiments performed in this paper are shown in Section VI, whereas Section VII discusses some aspects of the obtained results in detail. Section VIII gives an overview
of the related work and the conclusion of our findings are summarized in Section IX.

II. MOTIVATION

In this section, we motivate the need for region-aware auto-tuners by using a simple example program consisting of two regions. Both regions perform a parallel matrix multiplication. In the first region, only the outermost loop is parallelized; in the second, we parallelize only the innermost loop. As a consequence we have two regions with different execution behavior: the first one scales well with the number of threads and the second one does not. In order to have similar execution times for both regions, the matrix size in the second region is only one quarter of the matrices in the first region.

The experiments in this section are performed on the Ivy Bridge-EP architecture described in Section VI. Our goal is to find the optimal configuration for executing this program. For the sake of performing an exhaustive search of all possible program configurations, we assume that these regions only expose the number of threads as a tunable parameter.

We select configurations for the previously described program using three different approaches:

- Isolated: This approach optimizes both regions in isolation.
- Global: This approach is constrained to find a single set of parameter values to be used in both regions.
- Region-Aware: This approach optimizes both regions using individual parameter values for each of them to maximize the program’s overall performance.

The best configurations found by these approaches are summarized in Table I. The first two rows of the table show the number of threads for each region chosen by the corresponding approach — which can be found in the different columns. The following two rows include the execution time for each of these regions with the aforementioned indicated number of threads. The fifth row shows the program’s execution time when the regions are configured as indicated in the first two rows. Finally, the last row shows the relative difference regarding the best found execution time across all three approaches.

The worst execution time corresponds to the Isolated approach. The reason is that it will run the first region with a large number of threads, as it does scale well. However, this has a negative effect on the second region, which does not scale well. The change from 20 to only a few threads between the regions introduces a significant overhead by the underlying runtime system, as it also implies a change of the number of sockets where computations are performed on. The fastest option for the second region is to use two threads, taking 5798ms. Using for example 7 threads, which is the fastest option after the first region has been executed with 10 threads, results in an execution time of 6387ms in this scenario.

The Global approach yields better results since the code regions are not optimized in isolation but regarding the overall program performance. However, as this approach is limited to the same parameter values for both regions, it is unable to exploit the full potential of the hardware. This drawback is overcome by the Region-Aware approach. Besides taking into account the overhead for a change in using different socket numbers, it can customize the regions to their needs for hardware resources.

III. MULTI-OBJECTIVE TUNING OF MULTI-REGION PROGRAMS

In this section we firstly introduce some background related to multi-objective auto-tuning of programs. Afterwards, we state the main challenges when tuning multi-region programs.

A. Background on Multi-Objective Auto-Tuning

Auto-tuners may optimize several objectives which sometimes conflict with each other. This means that optimizing one of them is only possible by worsening the value of at least one of the other objectives. The mathematical solution to such problems is not defined by a single point, but by a set of points representing a trade-off between these objectives. The set of solutions representing the optimal trade-off between the considered objectives is known as Pareto set.

Our approach to apply multi-objective software auto-tuning consists in computing the Pareto set or an approximation of it [13]. Often, related work reduces multi-objective optimization problems to a single objective one by using fixed weights for the individual objectives. Therefore, they try to find a single solution which is near optimal in a pre-defined set of preferences for the objectives. Computing the Pareto set instead of a single solution is often incorrectly cited by related work with the belief that it implies a manual selection of a solution by the user which is just one possibility. However, different alternatives comprise a selection based on preferences specified a posteriori — i.e. once the Pareto set is computed. This latter approach does not require manual interaction of the user, and has the advantage that the computed solution belongs to the optimal trade-off. While computing the Pareto set may seem to require a higher computational effort than computing a single solution, literature in multi-objective optimization shows that this is not necessarily the case [14]. Indeed, the opposite is often true: computing the whole Pareto set may be easier than computing some individual solutions within it, as finding solutions which show a good compromise between two or more objectives implies a different way of navigating the search space.

<table>
<thead>
<tr>
<th>#Threads Region 1</th>
<th>Isolated</th>
<th>Global</th>
<th>Region-Aware</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Threads Region 2</td>
<td>2</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Region 1</td>
<td>546</td>
<td>1075</td>
<td>1075</td>
</tr>
<tr>
<td>Region 2</td>
<td>5798</td>
<td>2652</td>
<td>2366</td>
</tr>
<tr>
<td>Total</td>
<td>6344</td>
<td>3727</td>
<td>3442</td>
</tr>
<tr>
<td>Relative time difference</td>
<td>1.84</td>
<td>1.08</td>
<td>1.00</td>
</tr>
</tbody>
</table>

1 Execution time in milliseconds.
B. Challenges in Tuning Multi-Region Programs

We focus on programs composed of multiple regions. Tuning such programs requires to tune each of these regions. A region’s performance may depend on the way other regions are executed, what data they access, and other side effects. Neighboring regions on a control flow are not independent of each other. This issue implies that regions should not be tuned in isolation, which has been observed in [2].

Tuning multi-region applications introduces additional challenges. Firstly, the search space of possible configurations of a program grows exponentially with the number of regions. For example, the matrix multiplication kernel considered in [12] consists of a single region. That region requires to tune three tiling dimensions and the number of threads. For a problem size of $14,000 \times 14,000$, the search space of possible program executions is $700^3 \times 32 \simeq 10^{19}$. If a program consists of two regions similar to that one, the search space would be $(700^3 \times 32)^2 \simeq 10^{20}$. Larger search spaces often reduce effectiveness of search methods [15]. Secondly, in a multi-objective multi-region scenario, it is crucial that the parameter values for the different regions within a program aim the optimization of the same objective. Otherwise, if two regions are assigned parameter values optimizing different objectives, most likely the execution of both regions will not be optimal for any of these objectives. For example, this is the case when half of the regions within a program would be executed with optimal parameter values for a given objective and the other half of the regions with parameter values optimal for a conflicting objective.

Our goal in this paper is to design an auto-tuner that can find a single Pareto set of configurations for a given program with multiple regions. While the parameter values of every region are tuned separately, we measure the effect of changing the parameter values of a region regarding the entire program instead of considering the effect only for individual region executions. In this way, we optimize the whole program execution instead of focusing on specific regions. After the Pareto set for the whole program is computed, a single configuration for the entire program can be selected from the Pareto set, either manually or automatically. This approach differs from the one proposed in [12], which is based on computing an individual Pareto set for every single region in isolation, making this approach prone to the performance penalties described in Section VIII. Furthermore, computing a Pareto set independently for every region requires a decision making process for every single region. Therefore, the approach presented in [12] is unfeasible for tuning programs with a large number of regions. A feasible way to compare the approach in Jordan et al. [12] to the one presented in this paper is using the same set of parameters for every region of the program, thereby reducing the search space and producing only a single Pareto set for the entire program. Additionally, the auto-tuner can evaluate the performance of a configuration for all regions at once which makes it aware of eventual performance penalties caused by region interferences. In Section VI, we compare this version of the auto-tuner presented in [12], which we call RS-GDE3 Global, against the new version of this paper.

C. Method

Our approach extends the RS-GDE3 algorithm presented in [12], which is based on iterative compilation. It uses a fixed size set of different program configurations to be executed on the target architecture in order to determine their performance. RS-GDE3 refers to this set as population. Iterative compilation methods update this set across different iterations by generating possibly better performing configurations for the program being tuned. In the case of RS-GDE3, this is done by generating a new population called offspring population from the current population as explained later in this section. At the end of every iteration, the current population is updated by considering its content and the content of the offspring population. Details about how configurations are chosen to be part of the population for the next iteration can be found [12].

In order to tune multi-region programs regarding multiple objectives, we need to overcome the following problems:

1) All the parameter values within a configuration should aim for a common goal. If the tuner generates a program where a region uses parameter values optimized for a given objective, and for a subsequent region it uses the best parameter values regarding another objective, then the execution of both regions will likely be optimal for any of these objectives nor will it represent an optimal trade-off.

2) An intractable large search space, which may reduce the effectiveness of the search performed by RS-GDE3.

3) Existing or changing parameter settings of one region that may negatively impact other regions, introducing additional overheads.

4) Well performing sets of parameter values for individual regions may be discarded by the tuner if they are considered in combination with poorly performing parameter values for other regions.

To solve the first problem, our approach does not consider regions in isolation. Instead, our configurations are comprised of the parameter values of all regions and will be kept as part of the population only if they contribute to optimize the whole program.

To overcome the second problem, finding a good starting point in this huge search space is crucial to improve the effectiveness of the tuner. For this reason, we perform a global pre-tuning phase. During the pre-tuning phase, the auto-tuner uses the same set of parameter values for every region within the program. The idea is to reduce the size of the search space, making it easier for the tuner to find the best configurations within the limited search space. We use these configurations as the starting point of a second tuning phase where every region can have a different set of parameter values. The global pre-tuning takes place during a few iterations at the beginning of our method. Besides reducing the dimensionality of the search space, the pre-tuning phase also helps to overcome the third problem, since the found configurations avoid overheads caused by changing hardware settings between regions. After
RS-GDE3 is a population based algorithm that generates configurations. For example, if the parent configuration contains the best possible parameter values for individual regions, the algorithm can generate new configurations by combining some of the parameter values. Differential evolution is an approximation technique which also accounts for genetic algorithms or simulated annealing. We chose to use differential evolution because it has been empirically shown that it generally needs lower computational effort to produce higher quality results than other approximation algorithms [17]. A differential evolution algorithm generates new configurations by combining some existing configurations as shown in Figure 1.

While generating new configurations by combining some existing ones may be beneficial, it also represents a drawback. For example, if the parent configuration contains the best possible parameter values for region 1 and the newly generated configuration contains the best possible parameter values for region 2, it would make sense to compose a third configuration which uses the best values for each region. However, this is not possible in RS-GDE3 due to the way the differential evolution operator works. The recombination strategy solves this problem by generating new configurations using a different method every second iteration. This new generation method takes the parent configuration and the newly generated one and swaps several of their parameter values. In particular, the best set of parameter values for individual regions out of the parent and the newly generated configuration are preserved. This approach maximizes the chances of combining parameter values which perform well.

A comparison of a traditional, region-aware auto-tuner to the novel approach using recombination is shown in Figure 2. The former, depicted in Figure 2a, generates a new offspring population out of the current population using differential evolution in every iteration and selects the best performing configurations from the current population and the offspring population to form the population for the next step, as it is described in [12]. The latter, depicted in Figure 2b, uses the differential evolution only in every second iteration. In the other iterations, a new offspring population is generated by recombining the parameter values of configurations in the current population and the offspring population. The selection of configurations which will form the population of the next step is unaltered compared to the traditional approach. In order to maximize the benefit of the recombination steps, we are using two different types of recombination, which are applied in an alternating fashion:

1) The first type compares each configuration which has been generated during the last iteration of the optimizer with its parent’s configuration. Out of those two configurations (offspring and parent), for each region it selects the set of parameter values which results in better values, averaged over all objectives, and combines them to a new configuration for the entire program.

2) The second type selects one configuration for each objective from the offspring population as well as their corresponding parents’ configurations. From the parameter values of those configurations, it constructs a new configuration for each objective, combining the sets of parameter values of the regions which deliver the best performance for the corresponding objective.

Finally, the pseudo-code of the whole method is given in Figure 3.

IV. IMPLEMENTATION

The presented framework is implemented within the Insieme source-to-source compiler and runtime system presented in [12], based on branch inspire_1.3 which is freely available at [18]. The Insieme compiler performs, among other tasks, code analysis and code transformations. Insieme uses INSPIRE [19] as intermediate representation for extracting individual regions and applying the required code transformations. The transformed INSPIRE code is then converted back to C. The resulting source code is compiled to binary using the Gnu Gcc Compiler. For all measurements presented in this paper, we set the -O3 flag to obtain the highest performance. In the case of transformations such as tiling, the Insieme compiler generates a different version for each tile size to be evaluated in order to obtain the best performance. This means, that a separate version of the code has to be generated and compiled for each configuration that needs to be evaluated.

The Insieme runtime system executes the transformed input code and measures its performance. The measurements are reported to the Insieme compiler which provides them to the auto-tuner. The Insieme runtime system allows to set the number of threads individually for each region and is also responsible for mapping the executed program to OS-level threads. For each OS-level thread used, one worker is created and started [20]. The number of workers created for a specific execution is equal to the maximum number of threads used by any region of the given program. Each worker is fixed to a specific CPU core in ascending order. When a region is executed with fewer threads than the number of workers started, the additional workers are send to sleep by the runtime system.

```python
1: for all configurations parent in population P do
2: Randomly pick configurations c1, c2 and c3 from P
3: diff ← c1 + (c1 − c2)/2
4: Create empty configuration c_new
5: for all parameter x do
6: Randomly choose x value from either diff or parent
7: Add x value to the newly generated configuration c_new.
8: end for
9: Add c_new to newly generated Population P_new
10: end for
11: return P_new
```

Fig. 1: General Differential Evolution.
Fig. 2: Examples for the evolution of two region-aware auto-tuners over two iterations, using a population of \(N\) configurations, tuning a program with six regions (R0 to R5). Both auto-tuners perform \(2 \times N\) evaluations in this example. In each iteration, a new population is created by selecting the best configurations from the population of the previous iteration and the corresponding offspring population.

1: Generate a population \(P_{pre}\) of configurations, where regions within the same configuration have the same parameter values
2: Set the iteration counter to zero
3: while iteration counter \(\leq\) threshold do
4: Generate new offspring population \(OP_{pre}\) using the differential evolution method
5: Update \(P_{pre}\) with the best trade-off solutions from \(P_{pre} \cup OP_{pre}\)
6: Increase the iteration counter
7: end while
8: Generate a new population \(P\) of configurations using solutions in \(P_{pre}\), replicating the global set of parameter values for each region.
9: while iteration counter \(\leq\) maximum number of iterations do
10: if iteration counter is even then
11: Generate an offspring population \(OP\) using the differential evolution method
12: else
13: Generate an offspring \(OP\) population using the recombination method
14: end if
15: Increase the iteration counter
16: Update \(P\) with the best trade-off solutions from \(P \cup OP\)
17: end while
18: return the non dominated solutions (i.e. the Pareto set) of \(P\)

Fig. 3: Multi-region auto-tuner using a combination of general evolution and recombination.
The resource usage is calculated by multiplying the number of threads used with the execution time of each individual region. To measure the energy consumption we use Intel’s RAPL interface, that has been shown to provide sufficiently accurate in-band energy measurements for modern Intel CPUs without the need of external energy measurement devices [21].

A. Regions

Our auto-tuner targets parallel programs implemented in C using OpenMP [22] for parallelization. As mentioned in Section I, the programs are subdivided into several regions. We define each parallel OpenMP for-loop to be a separate region for several reasons: Besides being parallel, these loops usually contain most of a program’s computational work. Furthermore, the implicit synchronization following each parallel OpenMP for-loop is well suited as a point to vary the number of threads, while the number of threads cannot be changed within the body of an OpenMP for-loop. Additionally, the restrictions enforced by OpenMP on parallel for-loops, such as no continue, break or return statements as well as no modification of the iterator variable inside the loop’s body, increase the probability that a loop nest starting with a parallel OpenMP for-loop is suitable for tiling. If an OpenMP loop is called several times from different contexts, each context creates a different region that can be tuned individually.

Loop nests which can be tiled are of special interest to us, as they typically have high optimization potential and consume most resources. Our auto-tuner examines whether a loop nest is suitable for tiling by using the Polyhedral Model [23] which is integrated in the Insieme Compiler. This analysis determines whether a loop nest is tilable and also provides information about the minimum and maximum tile size for this transformation.

For every region the auto-tuner can tune the number of threads that are used to execute it. Furthermore, for regions which are tilable, the tile size in each dimension is tuned.

V. TESTING METHODOLOGY

To compare different approaches, we use the same objectives as in [12]. For the result $S$ of every auto-tuning run we calculate $|S|$ and $V(S)$. $S$ corresponds to the resulting Pareto set of the auto-tuner while $|S|$ is the number of elements in the Pareto set $S$. A larger number of elements of the Pareto set is considered superior, as it offers more flexibility to choose a desired solution. $V(S)$ defines the normalized size of the hypervolume covered by the performance measurements of the elements in the Pareto set $S$ [24], i.e. the relative size of a hypervolume formed by all points dominated by the points in $S$ in a normalized hyperrectangle defined by the highest and lowest measurement in each objective. When the function $V(S)$ is used to compare several solutions $S_i$ where $i \in [0,I]$ and $I \in \mathbb{N}^+$, this hyperrectangle is defined by the highest respectively lowest measurement in each objective of the combined Pareto set of all solutions $S_i$. This means, if all configurations in $S_i$ are dominated by configurations found in $S_j$ with $j \in [0,I]$ and $j \neq i$, the coverage $V(S_i)$ is 0. A configuration $c_0$ dominates another configuration $c_1$ if $c_0$ delivers better performance than $c_1$ in every objective. As the coverage is calculated on a normalized hypervolume, the result of $V(S)$ ranges from 0 to 1 where 1 corresponds to an ideal solution covering the entire hypervolume, i.e. dominating all other solutions. For each approach we report the average population size $|S|$ and hypervolume $V(S)$ over 16 runs.

The huge search space of the tested programs prevents a comparison of the results of an auto-tuner to the theoretical optimum, as finding the theoretical optimum implies an exhaustive search over the entire search space.

VI. EXPERIMENTAL RESULTS

This section presents the performance that we obtained with our approach on some exemplary test cases. The experiments are executed on two different machines. The first machine features two Intel Xeon E5-2690 v2 CPUs in a dual socket layout that are based on the Ivy Bridge-EP architecture with 20 cores in total. The second machine is equipped with four Intel Xeon E5-4650 CPUs, based on the Sandy Bridge-EP architecture and featuring a total of 32 cores. Hyperthreading has been disabled on both architectures. The clock frequency was fixed to the highest base frequency throughout all experiments.

We present the results obtained by different auto-tuners including random, global tuners and region-aware ones. The complete list is:

- Random: It randomly generates 3000 configurations with individual settings for each region.
- RS-GDE3 Global: It uses the RS-GDE3 tuner introduced in [12] to determine values for all tunable parameters. This version resembles a version of the auto-tuner presented in [12] as described in Section III-B. Every region within the entire program uses the same set of parameter values, thereby reducing the search space. Solutions are generated with the differential evolution operator described in [12].
- RS-GDE3 Region: Region-aware version of RS-GDE3 Global, which sets the parameter values for every region individually.
- RS-GDE3 Region GPT: Extends the RS-GDE3 Region using a global pre-tuning phase as described in Section III. The first ten iterations are devoted to this phase.
- RS-GDE3 Recombination: Based on RS-GDE3 Region, but new configurations are generated using the recombination method described in Section III in every second iteration.
- RS-GDE3 Recombination GPT: RS-GDE3 Recombination with a global pre-tuning phase that uses ten iterations.

All compared RS-GDE3 auto-tuners variations use a population size of 30 and perform 100 iterations, leading to a total of about 3000 executions of the program (as performed also by the Random tuner). Our experiments did not show any significant performance improvements by enlarging the population any further with that budget of iterations.

The effectiveness of these approaches are evaluated on three benchmarks. Two of them, mg and bt, are taken from the NAS parallel benchmarks [25] C/OpenMP implementation by
the Omni group [26]. Bt is a block tri-diagonal solver for nonlinear partial differential equations while mg approximates the solution to a three-dimensional discrete Poisson equation using a multi-grid method. For bt we choose problem size $w$, for mg the problem size $b$, in order to get reasonable execution times for auto-tuning. The heated-plate benchmark [27] is a stencil-code solving the steady heat equation on a two dimensional, rectangular plate. The matrix size used for this benchmark was set to $384 \times 384$ elements. The total number of regions, the number of regions to which tiling can be applied as well as the total number of tunable parameters for each of those programs are listed in Table II. This Table also indicates the search space size when tuning those programs. The number of tunable parameters is the sum of the number of tiling dimensions of all regions plus the number of regions, as we can set the number of threads separately for each region. The search space is the product of the ranges for each of those parameters. Therefore, the size of the search space depends on the target architecture, as a higher number of cores also provides more tuning possibilities. For each tuned program, we include the results of comparing the six previously described auto-tuners in Table III. The computed Pareto set of most auto-tuners contains 30 elements, i.e. the entire population. The RS-GDE3 Recombination GPT auto-tuner delivers the best result in terms of hypervolume in all cases. The global pre-tuning phase yields a higher improvement on the Sandy Bridge-EP architecture than on the Ivy Bridge-EP which can be explained by their differing socket numbers: Whereas the Ivy Bridge-EP system has only two sockets, the Sandy Bridge-EP system has four sockets. Changing the number of threads between regions can imply an additional cache coherency overhead when the regions are executed in different number of sockets. This overhead is a consequence of not having shared cache between sockets. Therefore, it is beneficial to start with a configuration that does not change the number of threads between regions, which is achieved by the global pre-tuning phase.

TABLE II: Search space description for the evaluated programs.

<table>
<thead>
<tr>
<th></th>
<th>mg</th>
<th>heated-plate</th>
<th>bt</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Regions</td>
<td>94</td>
<td>10</td>
<td>122</td>
</tr>
<tr>
<td>#Tunable Parameters</td>
<td>82</td>
<td>4</td>
<td>114</td>
</tr>
<tr>
<td>Search Space Size&lt;sup&gt;1&lt;/sup&gt;</td>
<td>$10^{900}$</td>
<td>$10^{33}$</td>
<td>$10^{997}$</td>
</tr>
<tr>
<td>Search Space Size&lt;sup&gt;2&lt;/sup&gt;</td>
<td>$10^{909}$</td>
<td>$10^{935}$</td>
<td>$10^{922}$</td>
</tr>
</tbody>
</table>

<sup>1</sup> On Ivy Bridge-EP  
<sup>2</sup> On Sandy Bridge-EP

The time required for the auto-tuning is dominated by the time needed to compile and execute the program. Therefore, shorter and faster programs can be tuned in less time. The tuning time for our test cases is shown in Table IV. The Random auto-tuner exhibits the longest tuning time, as it typically evaluates the configurations with the lowest performance. The fastest auto-tuner over all test cases is the RS-GDE3 Global, because it never experiences any slowdowns from performance penalties caused by region interferences. From the region-aware auto-tuners, those without a global pre-tuning phase are slower than the auto-tuners with a global pre-tuning phase in most cases. The latter converge faster to a population with reasonably fast configurations, which leads to significantly lower execution times of the tuned program. Similarly, the region-aware auto-tuners using the Recombination step are faster than their counterparts using only the traditional differential evolution in most cases, as the average execution time of the resulting program versions is shorter.

In addition to the Pareto set size $|S|$ and hypervolume $V(S)$ we also report the objective values of the best configuration found by the RS-GDE3 Recombination GPT auto-tuner for the three real world codes compared to the non-optimized (without auto-tuning) versions. To calculate the speedup we use the best configuration from the auto-tuner’s Pareto set for each individual objective. Typically, this is a different configuration for every objective. We compare these configurations to two non-optimized configurations that do not apply any tiling: the sequential version, using only one thread and the parallel version using all threads available on the corresponding machine. The results shown in Table V demonstrate the superior performance compared to the non-optimized versions, both sequential and parallel, in every objective. As expected, the largest improvement over the sequential version can be achieved in wall time (up to 13.8 fold) while the parallel version is primarily outplayed in resource usage. Especially on the Sandy Bridge-EP architecture with 32 cores, the non-optimized version suffers from the moderate scalability of heated-plate and bt, allowing our auto-tuner to achieve an improvement factor of up to 63.7 in resources usage. These results clearly demonstrate the benefit of our region-aware multi-objective auto-tuner, even if only a single objective is of interest. This is underlined by the achieved speedup of the auto-tuner over the parallel version, which ranges from 1.3 to 4.0 on the tested architectures and programs. If a well-balanced trade-off solution across several objectives is required, the benefit may be even higher, depending on the user’s preferences.

VII. DISCUSSION

The results presented in the previous section demonstrate that the best version of our region-aware auto-tuner, the RS-GDE3 Recombination GPT, outperforms a global auto-tuner based on RS-GDE3 (called RS-GDE3 Global in this paper).

When comparing the Pareto sets generated by these two tuners, we observe that some configurations in the Pareto set of the RS-GDE3 Global auto-tuner are dominated by others in the Pareto set of the RS-GDE3 Recombination GPT. This means that there are configurations computed by the global tuner which are worse in all the considered objectives than some of the configurations computed by the region-aware tuner.

Next, we analyze the configurations computed by these two algorithms in order understand how region-aware tuners exploit different parameter values in different regions of the same program. To this end, we compare the obtained results on two of the considered applications, the bt and the heated-plate. For these comparisons, we pick a configuration computed by each of these two tuners and observe the parameter values within each region.
TABLE III: Results of several auto-tuner variants for different benchmarks on two different architectures.

<table>
<thead>
<tr>
<th></th>
<th>Ivy Bridge-EP</th>
<th>Sandy Bridge-EP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>heated-plate</td>
<td>heated-plate</td>
</tr>
<tr>
<td></td>
<td>bt</td>
<td>bt</td>
</tr>
<tr>
<td>Random</td>
<td>16611 13838</td>
<td>0</td>
</tr>
<tr>
<td>RS-GDE3 Global</td>
<td>19732 10257</td>
<td>42808 16262</td>
</tr>
<tr>
<td>RS-GDE3 Region</td>
<td>3.2 2.4 8.1</td>
<td>9605 20596</td>
</tr>
<tr>
<td>RS-GDE3 Region GPT</td>
<td>30.0 0.0560</td>
<td>15218 33273</td>
</tr>
<tr>
<td>RS-GDE3 Recombination</td>
<td>30.0 0.8836</td>
<td>34038 20761</td>
</tr>
<tr>
<td>RS-GDE3 Recombination GPT</td>
<td>30.0 0.8465</td>
<td>38621 17771</td>
</tr>
</tbody>
</table>

TABLE IV: Tuning time in seconds of several auto-tuner variants for different benchmarks on two different architectures.

<table>
<thead>
<tr>
<th></th>
<th>Ivy Bridge-EP</th>
<th>Sandy Bridge-EP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>heated-plate</td>
<td>heated-plate</td>
</tr>
<tr>
<td></td>
<td>bt</td>
<td>bt</td>
</tr>
<tr>
<td>Random</td>
<td>231945 26638</td>
<td>31882 34774</td>
</tr>
<tr>
<td>RS-GDE3 Global</td>
<td>16262 9605</td>
<td>19480 15125</td>
</tr>
<tr>
<td>RS-GDE3 Region</td>
<td>16903 12829</td>
<td>32373 20596</td>
</tr>
<tr>
<td>RS-GDE3 Region GPT</td>
<td>19318 10784</td>
<td>21371 17771</td>
</tr>
<tr>
<td>RS-GDE3 Recombination</td>
<td>19868 10839</td>
<td>31164 15006</td>
</tr>
<tr>
<td>RS-GDE3 Recombination GPT</td>
<td>19732 10257</td>
<td>22686 16217</td>
</tr>
</tbody>
</table>

TABLE V: Improvement over non-optimized versions i.e. not tiled with a constant number of threads, in each individual metric achieved by the RS-GDE3 Recombination GPT auto-tuner.

<table>
<thead>
<tr>
<th></th>
<th>Ivy Bridge-EP</th>
<th>Sandy Bridge-EP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>heated-plate</td>
<td>heated-plate</td>
</tr>
<tr>
<td></td>
<td>bt</td>
<td>bt</td>
</tr>
<tr>
<td>wall time</td>
<td>7.7 1.5 13.7</td>
<td>5.7 2.2 4.0</td>
</tr>
<tr>
<td>energy</td>
<td>3.2 2.4 8.1</td>
<td>2.2 6.0 4.5</td>
</tr>
<tr>
<td>resource usage</td>
<td>1.4 4.8 3.4</td>
<td>1.3 24.4 2.7</td>
</tr>
</tbody>
</table>

1 Improvement over non-optimized sequential version.
2 Improvement over non-optimized parallel version.

For the first comparison, the two configurations are taken from the Pareto set generated by the two auto-tuners on the Sandy Bridge-EP architecture. We refer to the configuration computed by the region-aware tuner as $C_r$, and to the configuration computed by the global tuner as $C_g$. The first thing to note is that the tiling values used for different regions in $C_g$ show a high variation. For example, while region 40 is tiled using the values $\{368,13,1\}$, the region 88 uses the tiling parameters $\{1,1,2\}$. The tile sizes used by $C_g$ are $\{1,8,2\}$ for all the regions within the program. All regions in $C_g$ are executed with eight threads, which corresponds to the maximum number of cores on one socket on our Sandy Bridge-EP architecture. Also in $C_r$, the maximum number of threads used is eight, meaning that some of the regions are also executed using eight cores. However, many regions in $C_r$ are executed with fewer threads, where any number between one and eight is used at least once. This results in the objective values presented Table VI. While in terms of wall time and energy consumption both configurations are similar, the resource usage of $C_g$ is 20% higher than for $C_r$. This means, $C_g$ is as fast and consumes as little energy as $C_r$ using less resources. This is possible because the region-aware tuner found a configuration that executes regions which do scale well up to eight threads with such number of threads; at the same time, regions that do not benefit from being executed on eight cores are executed with fewer threads. Such a degree of adaption is not possible with any auto-tuner that uses the same parameter values for every region in the entire program.

For the second comparison, we present the performance figures for two configurations for the heated-plate benchmark on the Ivy Bridge-EP architecture. Again we label $C_r$ the configuration found by the region-aware tuner and $C_g$ the configuration found by the global tuner. In this case, for $C_g$ we choose the configuration with the least resources usage from the Pareto set. While $C_r$ is not the configuration leading to the lowest resource usage in its Pareto set, it still dominates $C_g$. Obviously, $C_g$ uses only one thread for every region in order to minimize the resource usage and the tile sizes used by this configuration are $\{1,214\}$. In contrast to that, $C_r$ uses two threads to execute the biggest region of heated-plate, i.e. region 8. The increased number of threads also requires a different tile size in order to perform well; in this case it uses $\{31,251\}$. All other regions, which account for more than 1% of the total wall time, use very similar parameter values as the one used in $C_g$; they are executed using only one thread, and the tile size in the first dimension is equal to 1, while the tile size in the second dimension varies from 233 to 251. This indicates, that a tile size of 1 in the first dimension is beneficial when regions are executed sequentially, while a higher number of threads

TABLE VI: Performance of two individual configurations in bt on the Sandy Bridge-EP architecture.

<table>
<thead>
<tr>
<th></th>
<th>$C_r^1$</th>
<th>$C_g^2$</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>wall time (ms)</td>
<td>2076</td>
<td>2074</td>
<td>1.00</td>
</tr>
<tr>
<td>energy consumption (J)</td>
<td>148</td>
<td>147</td>
<td>1.00</td>
</tr>
<tr>
<td>resource usage (ms)</td>
<td>16611</td>
<td>13838</td>
<td>1.20</td>
</tr>
</tbody>
</table>

1 Taken out of the Pareto set generated with the RS-GDE3 Global auto-tuner.
2 Taken out of the Pareto set generated with the RS-GDE3 Recombination GPT auto-tuner.
benefits from larger tile sizes. The combination of a custom tile size and higher number of threads for region 8 of heated-plate results in a significantly lower wall time as shown in Table VII. As that region does scale well, $C_8$ has also a slight advantage over $C_g$ in both, resource usage and energy consumption, despite the increased number of cores used. Additionally, as indicated in the table, the rather different parameter values for region 8 cause a 25% drop in wall time, compared to $C_g$. As in the comparison before, these performance figures can only be achieved using different parameter values for the individual regions of the program.


<table>
<thead>
<tr>
<th></th>
<th>$C_g$</th>
<th>$C_8$</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>wall time (ms)</td>
<td>2523</td>
<td>1749</td>
<td>1.33</td>
</tr>
<tr>
<td>energy consumption (J)</td>
<td>65</td>
<td>63</td>
<td>1.04</td>
</tr>
<tr>
<td>resource usage (ms)</td>
<td>2523</td>
<td>2289</td>
<td>1.02</td>
</tr>
</tbody>
</table>

1 Taken out of the Pareto set generated with the RS-GDE3 Global auto-tuner.
2 Taken out of the Pareto set generated with the RS-GDE3 Recombination GPT auto-tuner.

VIII. RELATED WORK

In the literature we find several frameworks for software auto-tuning, for example self-tuning libraries like ATLAS [3], OSKI [4], SPIRAL [5] or FFTW [6], or other auto-tuning frameworks including Active Harmony [7], Sequoia [28], PetaBricks [8], [9], Patux [10], and OpenTuner [11].

In the past, most auto-tuners focused on improving the wall time of programs. However, recent work shows an inarguable attention to tune applications regarding several objectives. Besides wall time, energy consumption entailed by a program’s execution is becoming a popular objective [29], [30], [31], [32], [33], [34], [35], [2], [36]. Resource usage [12], [36], compilation time, or the size of the executable binary [37], [38], [39] also received attention in related work. Most of these works fail to capture the trade-off between these objectives and reduce them to a single one. Only a few works focus on computing and analyzing the trade-off between several conflicting objectives [40], [12], [41].

All the aforementioned works applied the same tuning options to the whole program. Approaches which individually tune code regions and examine their inter-relationships with respect to single or multiple objectives are rare. A major issue is the definition of code regions for programs. In [42] program functions are considered to be the regions to tune. In MPI programs regions are often defined as the code between communication directives in [2]. In [43] regions are obtained from applications Regions within the same cluster are tuned using the same parameters or code transformations. The Periscope tool of the AutoTune project\(^1\) tunes regions regarding any function measuring properties of that function (run-time, energy consumed, etc.). Although different objectives can be tuned, they are not considered simultaneously. Furthermore, Periscope tunes regions individually without considering side effects among regions. In contrast to the framework presented in this work, Periscope does not describe a methodology to identify regions within a program.

In [42], [43], programs are split into several regions which are tuned in isolation. However, the authors of [2] show that regions within a program impact each others execution time behavior. They demonstrate that when regions are executed with the best set of parameter values known so far, a non-negligible penalty may be paid as a result of changing hardware settings across adjacent regions. The same work also discusses the benefits of using the same set of parameter values for every region in the entire program versus a per-region tuning approach, and the need for tuning mechanisms that can find configurations aware of interferences between regions.

IX. CONCLUSION

Most existing work on auto-tuning focuses on a global setting of parameter values which are fixed for the entire program, ignoring the optimization potential by customizing parameter values to individual region’s peculiarities. In this paper, we introduced a novel auto-tuning framework that is based on a source-to-source compiler, a runtime system and a new RS-GDE3 auto-tuner variation to provide a solution for multi-region, multi-objective auto-tuning. The challenges introduced by the huge search space, region dependencies and conflicting objectives are tackled by adding a pre-tuning phase to the region-aware auto-tuner which tunes the program using the same parameter values for all regions, as well as an intermediate evolutionary step for the RS-GDE3 auto-tuner, that generates new configurations by recombining the parameter values generated in previous steps.

Experiments have shown that our new approach is more effective in tuning three different programs on two different parallel computers than non-region-aware global auto-tuning. We outperform a non-region-aware RS-GDE3 auto-tuner in hypervolume $V(S)$ by up to 15%. Furthermore, we demonstrated that our approach reaches up to 7.6, 10.5 and 61.6 fold improvements in wall time, energy consumption and resource usage respectively, over the non-optimized parallel version.
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